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This paper presents the results of the activities concerning the architecture of a high quality catalogue for made-to-measure garments undertaken in the ISHTAR project (Innovative SHops for the Textile and AppaRel industry). The system is based upon servers and standard Internet browsers. The main issues faced in this paper are the definition of an architecture to obtain the best trade off between performance and representation of apparel/textile goods and the introduction of a colour management system that can benefit also generic internet users.
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1. Introduction

Electronic catalogues on the Internet are a well known tool that every day knows new implementations in a lot of fields; every day new implementations are available on the Internet and new technologies add more intriguing features with the aim to attract the attention of the users.

This process involves also the apparel/textile sector that finds in the Internet a platform either to quicken the relationship between the enterprises (the so called 'quick response' to market) or to find new channels to contact their potential customers.

More specifically, the technology to offer virtual goods (products that are not really in a shop or in a stock, or that are still to be produced) is the focus of attention with the aim to offer a choice as much wide and complete as possible to the potential consumer. Furthermore, the WEB is also a channel to offer new services that allow the customization of the product according to the users' needs and tastes.

On the other hand there is a strong effort in CAD and imaging technologies to support the design of the Apparel/Textile products (besides the already popular CAD for sewn garment and for knitted and woven fabrics, textile printing, 2-3D texture mapping, etc., further projects about body simulation and cloth draping over mannequins are undertaken).

One of the possible scenarios is the porting of simplified versions of these CAD or imaging tools on the Internet in order to allow a major involvement of the users in the process, giving them the opportunity to customise (or partially design) their own clothes.

Two relevant obstacles to this process are the lacking of faith of the users in the appearance of an apparel/textile product on the Internet and the need for CPU power of these applications.

We have to consider that in the upper class garment, the quality of a fabric in respect of a less expensive one, may be discovered with the hand touch or in a very little gradation of colour; a catalogue offering a flat list of poor quality images of products is not enough.

For these reasons high quality images (high resolution and faithful colours) are needed, but we know that downloading them strains badly our modem; furthermore, the colour calibration and characterisation of a CRT are not usually supported in the Internet applications. 

The Ishtar project has the goal to realise and test a prototype of high quality catalogue of made-to-measure garments that integrates high quality images and other image processing tools adopting an architecture that promote the users reliance on the virtual goods and within the boundary of the capacity of the existing Internet infrastructures in the countries where it is deployed (Italy, Germany and Portugal).

The activities of analysis directly involved from the beginning the personnel of the pilot users (suppliers and retailers of Italy and Germany), they contributed to the definition of the needs and opportunities that the electronic catalogue could offer to their processes. 

The team of Ishtar faced with the bottleneck of using electronic catalogues on the Internet and defined some possible solutions. The result of this work is the architecture that is presented in this paper from the image processing point of view. While the prototype of the system is still under development, all the implementation and test activities will end within the year 2000.

2. The Ishtar architecture

2.1. The requirements for the catalogue

The goal of the project is to support sales of made-to-measure garments on a system that integrates different sales channels (shops, sales representatives, Internet sales) on an Internet common platform. With the aim of lowering the cost/benefit threshold for small and medium companies that want to begin to work with electronic catalogues we have adopted the objective to minimise the efforts for catalogue creation and maintenance. As starting requirement only standard browsers (Explorer 5 or Netscape 4.5) are necessary on the client machines in order to keep the maintenance of the clients simple and to obtain as much as possible a coherent interface for all the channels. 
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The architecture (figure 1) is based upon one or more suppliers' servers that accept the EDI orders (the orders are transmitted as EDIFACT 93a documents with some adaptations for the body measurements) and publish the fabric availability and delivery times, one or more retailer servers that are the effective catalogue managers, and three types of clients: shops, sales representatives and generic Internet clients.

In our perspective the electronic catalogue is a tool that does not make sense without a contextual organisation of people and services. Different actors of the apparel/textile product chain, from the garment suppliers to the different kind of retailers and of customers are involved along a pipeline that manages the articles and their images; specific supports must be offered in the different phases of the catalogue management, customer sizing, order management and garment supplying (that are not faced in this paper).

In the shop, besides the catalogue, there are the reference garments, samples of all the fabrics, personnel assistance, a body scanner machine, well calibrated monitors, up-to-date data about the fabric availability and delivery time of the garment; this is the most complete channel of the system.

The sales representatives' channel is based on mobile computers and personnel going to the customers' private houses and workplaces with a subset of the reference garments and of the fabric samples.

The Internet channel may involve both already known/contacted users (that may have received a CD-ROM of images and an identification code) and totally unknown Internet surfers. In this channel the already contacted users are the focus of attention, they have a simplified path to login, to retrieve their sizes and to view the catalogue. 

Nevertheless the catalogue must work anyway, with the aim to offer at any time the right compromise between the need for image quality and the time to download them.

2.2. Dynamically created images

One of the main problem outlined in the analysis activities is the maintenance of a large set of images while in the garment textile sector about 50% of them changes every six months according to the seasonal trends of the sector. 

But, from an industry point of view, the production of all the models (with every allowable fabric) should be excessive in terms of cost needed for the photos of such a pattern-book, thus many of them must remain virtual objects until somebody is asking for them.

For this reason the system does not present images for all the combinations of models and fabrics and adopts a texture mapping engine that applies the fabric on a photo of the model only when the user selects it. Instead of thousands of images to scan we reduced the amount of images to about four hundred and the only supplementary activity is the contouring of about fifty images of models or accessories. This simplifies a lot the addition of new fabrics available for each model. Only new models must be contoured.

The texture mapping process applies the image of the fabric on a photo of a model made with light and uniform colour (white usually) in order to maintain the realistic appearance (shadows and pattern deformations, for example). The process may be divided into four steps: contouring of regions on the photo of the model, creation of a grid for fabric deformation, texture positioning, texture application for all the regions.

In the Ishtar project a texture mapping engine was selected among the available commercial products thought for stand alone workstations for the apparel/textile design and it has been modified to run on the retailer servers: the first three steps are executed one time, only when the catalogue is created using a complete workstation; then all the images are stored with the information about contouring and placement. These data are stored in the server where a reduced version of the engine, without any user interface, runs and applies the fabric on the model when the user asks for it.

Currently, it is object of study the adoption of the same placement data for all the fabrics on each model versus the collection of specific data for each couple model-fabric. 

In the project also 3D mannequins have been considered but this solution appeared too much expensive and CPU consuming while the realism of the results are not guaranteed with few CPU resources; furthermore, the creation and maintenance of a catalogue could become really expensive. In the browsing process it has been also considered the adoption of content based retrieval of images of fabrics, but the pilot users' personnel found them too far from the usual behaviours of their customers (whose choices are driven by a lot of factors: cultural, tactile, stylistic; the content of a bitmap appears not enough meaningful for them) and the idea will be reconsidered in the future.
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As result of all these activities the pipeline of the images can be divided in the following steps (figure 2):

· image acquisition and storage (off line)

· storage of information about models, images contouring and about placements of the patterns of the fabrics (off line)

· image retrieval and display of models

· display of details of the model and of the available fabrics on the customer's display

· selection of the fabric to be applied on the model of garment and use of the texture mapping module

· overlapping of accessories upon fabric images

· display of the textured image on the customer's display.

3. Garments through the images of an electronic catalogue 

Usually an electronic catalogue presents a list of articles that the user can view and put in a 'basket'; at the end of the session he decides to buy them effectively or not; details or 'zoom' are available on any article to view more information.

We can think to these catalogues as a list of items some of that may be grouped (colour variants of the same article for example), but the result is substantially a mono-dimensional list of products. A food store could be the metaphor of these catalogues.

More complex products (computers or cars for example) have introduced the opportunity to customise/configure your own goods in a more sophisticated approach.

The Ishtar architecture has been thought for a catalogue containing jackets, trousers and suits that are made-to-measure where the customer sends his order with his own sizes. Thus the electronic catalogue allows the user to reproduce the traditional process of sales for the sartorial products and the catalogue cannot appear as a list of products with simply one or two images associated.

In the Ishtar project the user can declare his preference and than chooses the model (and the fabric) in a subset of the available articles.

It is important in this phase that the user concentrates his attention on a delimited set of elements: first a small set of models, then the fabrics available for the model, then details and accessories. 

In some phases of the process he needs a synthetic information about the available choices (that can be supported by small or medium sized images), but always he need to go in deep before to decide (and only large and faithful images can support him).

He chooses a model, then tries different fabrics and views their appearance, then tries another one and can even compare the appearance of a pair of jackets and trousers together. 

In short, he needs to customise the product with a 'choose and try' strategy and the decision is strongly based on the use of a large amount of faithful images.

In the catalogue interface three classes of images have been outlined to match the different phases of the user activities: the smaller ones are used for fast indexes (many images on the monitor at a time), the medium are images associated to the other textual information about the item (a model, a fabric; one image at a time) and the larger and more faithful are displayed only when the user wants to have an effective idea about the product (they may be compared using overlapping windows). The third class requires to apply all the CMS features to display the most faithful colours; concerning the other classes the use of the CMS features is to be decided.

From a logical point of view the images needed are (table 1):

· images showing the model of garment (one or more) with default fabrics

· images about details of the models (fine stitching for example)

· base images for the texture mapping process (a white fabric is used for the model)

· sketch of the model (line art)

· images of the accessories (images with transparent background to be overlapped on the current fabrics)

· sample of fabric

· textured images of the model with different fabrics.

The catalogue is designed and will be tested on jackets and trousers, but also waistcoats and shirts will be loaded into the system to understand how much it can be generalised with a parametric description of the features of the product (for example the list of measurements needed to select the right size).

Table 1. Classification of the images

Classes of images
Need for faithful appearance
Needed size formats (*)
Number of images

M - Model of garment (coats, trousers, suits,...)
9
L M S
M = 55 (**)

D - Detail of the model (...)
8
L M
D = M x 2

B - Base image of garment for the texture mapping 
0
L
B = M

F - Fabric
10
L M S (#)
F = 300 (***)

T - Textured image of the model with a fabric
8
L
T = M x F x 0.75 (****)

A - Accessory (buttons, ..)
5
(L) M S (#)
A = 30

O - Overlapped accessories (accessory upon the fabric)
10
(L) M (#)
O = F x A

S - Sketch (black and white image)
0
M (@)
S = M

(#) the three size formats are Small (150x150), Medium (280x280) and Large (800x800);

(@) the size format is Medium (180x270) 

(*) the three size formats are Small (120x180), Medium (280x420) and Large (600x900);

(**) only in the framework of the project; potentially are hundreds;

(***) at least 150 change every six months

(****) not all fabrics fit all the models
4. Showing faithful images

In electronic catalogues the quality of the images, their capacity to faithfully represent the real goods, is essential to ensure customer satisfaction. For the satisfactory representation of fabrics, the acquisition and visualization procedures must solve the complex problem of the faithful reproduction of color.
4.1. Image acquisition

The main issue in designing the acquisition procedure is to produce an objective tool for the faithful reproduction of the fabrics’ colors that does not require the presence of a human operator to adjust the results. Providing for the manipulation, storage, and display of color images is a challenging task, mainly because of the different devices employed (scanners, digital cameras, CRT displays, printers, …), under different viewing conditions, and the still unsolved enigma of human color perception.

A common solution to the problem of differences between devices in color imaging systems is to introduce Color Management Systems (CMSs). Each device has its own color space, that is, way of representing colors, that depends upon the device’s physical characteristics.  CMSs perform color transforms among the color spaces of the devices composing the image acquisition, visualization and storing chain. In order to do so these systems must have a description, or “profile”, of each device. Device profiles map colors from the device color space to a device-independent color space, the Profile Connection Space (PCS). This space, which is the interface providing an unambiguous connection between different device profiles, is based on the CIE 1931 standard observer. Profiles are derived by a process of device characterization , and are represented in an ICC (International Color Consortium) color space profile format.

We have used an Agfa Duoscan T2500 planar scanner to acquire the images of the fabrics. The characterization process has produced the image of a standard target (Agfa IT8.7/2-1993), consisting of a set of patches of different colors. The values of the patches, expressed in device-independent coordinates, are supplied by the target provider, and are used, together with the values of device-dependent RGB pixels, to build the scanner’s profile.

Generic RGB images are referred to a particular device, which must, consequently, be specified, by embedding the profile in the image. An alternative solution, to avoid having to embed ICC profiles in the images, is to use a standard color space. A new RGB color space (sRGB), representing a generic CRT display, has recently been presented [1].

The sRGB provides the advantage of device characterization for color reproduction that does not require specific device profile specification. This is particularly useful for those image formats that do not allow color profile embedding.

Thus the sRGB is equivalent to a device-independent color specification, with the advantage of being a CRT device color space.  Because these images in sRGB are referred to a monitor of average characteristics they can be directly displayed by systems that do not support ICC profile specification, without further manipulation. Or the CMSs capabilities can be exploited to map colors from sRGB to the target display color space for better color reproduction.

The sRGB has been proposed as the default color space for the Internet.

In the acquisition process images are obtained by digitizing samples of the fabrics with scanner, specifying the scanner’s profile to convert images from the scanner color space to the sRGB color space, and saving them as sRGB coordinates.

4.2. Image viewing

Using ICC profiles as standard coding for device mapping functions allows the user to specify what color spaces to adopt for the visualization process in order to obtain optimum results in terms of color reproduction. The image data stored in a standard color space (sRGB) can be transposed by the CMS into the color space of the user’s display.

Once we have a well defined image, referred to a standard color space, the next step is to obtain the profile of the target device, in order to be able to map the image in the new color space.

There are many and consolidated tools for the characterization of display. The ICC framework offers many generic profiles, together with factory made profiles for specific devices. But these may not be available, or accurate enough. Consequently we have also provided in the project for the case of a generic Internet user who lacks the skills for characterizing his own display. Our procedure for CRT device characterization allows even an unskilled user to correct an available display device profile, or define a new one to improve color reproduction in the visualization of images of fabrics. The user is asked to load an existing ICC profile display or, if he wishes, to define a new one. He specifies the chromaticities of the screen phosphors by selecting the monitor he uses from a list of the most common display models currently on the market, and indicates the chromaticities of his device’s white. He then estimates the display gamma values by indicating corresponding color patches [2][3]. 

The procedure has been designed in Java language. The visualization procedure is based on the definition of the ICC profile of the user’s display. Images are stored in sRGB coordinates. They can be visualized in this color space without further manipulation, or converted to the RGB color space of the user’s display. The image transform is performed by a Java applet. The Java 2 language supports the definition and use of ICC profiles, enabling the definition of CMSs. The ICC PCS is based on relative colorimetry: colors are represented with respect to a combination of the illuminant and the device’s white, and differences in the sRGB definition of white and the display’s white are implicitly taken into account by each profile mapping from device coordinates to the relative PCS colorimetry.

The actual viewing conditions will frequently differ from ICC PCS reference conditions, and this may affect the appearance of colors [4]. Color appearance models can be used to convert colors from those of image acquisition viewing conditions to those of user viewing conditions, according to the diagram in Figure 3. Several models have been proposed in the literature [5][6][7]. We are currently engaged in selecting the most appropriate one. In applying a color appearance model the lighting conditions in the user’s viewing environment must also be assessed. We are planning to add a new module for estimating this, by selecting the ambient light in the user’s room from a list a possible light sources, such as incandescent, cool white or fluorescent lamps, to the characterization procedure.

An open issue in the definition of the image visualisation architecture is the need to save the result of the calibration procedure, the user’s display ICC profile, in order to have it available for the image visualisation module. In general, information about the user in a client-server architecture are stored on the server side, enabling the user to connect from different client machines. In the context of colour reproduction by means of display device characterisation, the information are specific for each client, and therefore they should be saved on the client side. Unfortunately, saving and reading data from the local (client) disk in an Internet environment is a complex issue that involves security problems and needs the generic user to grant accessibility to his local file system. 
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Figure 3. The image visualisation procedure.

5. Image transport optimisation

5.1. The needs for optimisation

The problem of image transport arises from the size of the high quality images that the system is shows on the client machines and that are sent through an Internet connection with low capacity.

According to the project requirements the features of the three types of connection of the system have been considered and can be summarised in table 2.

Table 2. Quality of the connections versus quality of the images.

Shop channel
64 KB/sec ISDN
High quality images

Sales representatives channel
28-56 KB/sec
Medium quality images

Generic Internet customer
28-56 KB/sec
Medium quality images

While shops and generic internet customers work on-line, the sales representatives do not work continuously on-line, they download their updates one time a day and have only a subset of the functions dealing with the images.

Depending upon the chosen resolution the full images of fabrics (or of models) may be in a range between 0.5 and 1.5 Mbytes and the waste of time for a user that is connected via Internet becomes unacceptable. 

On the other hand, the catalogue must be renewed and released every six months (according to the practices of the textile sector, about half of the fabrics are changed) and some minor updates may be done at every time. 

Furthermore, the images from the texture mapping engine are a combination of models and fabrics (one or more per suit) and the engine must work on the server side of the system.

As a result of these statements the system has been required to work with a large set of images that are well defined at the beginning of the period, plus alphanumerical data that can be daily updated, plus images that are available at run time (results of texture mapping or additional products).

The system is, at the end, required to work with up-to-date information and to be able to find the best sources for them. 

This means that while the whole application logic is inside the server together with all the alphanumerical data, the images should be distributed in the system with the aim to minimise the loading time of the images.

5.2. Defining the best fitting sizes and sources of the images through the analysis of the processes

A specific activity in the project has been to classify different types of images that are needed in different phases of the session on the catalogue (Table 1). The analysis is performed to obtain the best fitting sizes for the images and to identify the different kinds of processes that produce the image at run-time.

Through the analysis of the use cases, the needs of different size formats has been recognised: a large part of the browsing activities in a session can be performed using Small and Medium sized images, while the Large format is used only when a specific point of interest for the user has to be investigated.

From the point of view of the image sources, there is a set of 'static' images that belong to fabrics, models, suits, etc and that are 90% already known at the beginning of the season and that could be put on a CD-ROM. These images are acquired (scanned) one time and are not processed any more. 

Then there are two sets of images that should be created dynamically at run-time through two different processes: the first one is the set of images created with a light process that runs on the client machine (the 'Overlapped Accessories' are accessories with a transparent background put upon a flat square of fabric) and the second one is the set of images that are created on the server machine and then downloaded (the 'Textured models' that are created by the texture mapping engine using a basic model photo that is textured with one or more fabrics).

While there is no matter about the first kind of process (the application can easily work with the two static images), the second is critical due to the texture mapping engine that is CPU consuming, and that can work only on the server side of the system, and to the downloading of the images at every request (figure 4).

The use of a CD-ROM appears to fit well the need for the dissemination of a lot of static images but, due to the working conditions of the system, it is not assured that all the static images that are needed are into the disc.
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Figure 2. The image pipeline shows the process from the catalogue construction.

Thus the architecture needs to support a run-time finding component that during the session is enabled to look for the wanted image, with a decreasing priority, in a cache on the local hard disk, in the local CD-ROM or in the remote server.

5.3. The fast loading image support

The solution adopted in Ishtar is based on a client with optional cache area and CD-ROM. For the aims of the project the distribution of CD-ROMs to the users is not considered too much constraining because their distribution may be viewed by the companies as a way to promote the awareness of the brand and to select/attract the customers.

The server has the aim to provide the application logic, an up-to-date data base, and all the images that are not locally available.

The system requires also a unique naming convention that assure that each image has a unique name whatever the supplier of the products in the catalogue is.

The process in a typical session regarding shops or generic internet users can be summarised as follows:

· the catalogue application runs on the server and is accessed through a browser on the client machine

· the user through the catalogue forms chooses the images that he wants to see; the list of the image names is extracted from the up-to-date databases on the server (for example only presently available fabrics are shown)

· the application logic running on the browser looks for the best sources of that images (CD-ROM, HD, remote server) thanks to a specific JAVA2 applet named Fast Loading Image Support (FLIS)

· [image: image6.wmf]Supplier server

Retailer server

Retailer server

Connection 

TCP/IP

a Shop's PC

Sizing PC NT

Sales rep.'s Mobile PC

Internet consumer's PC

TCP/IP

TCP/IP  

or 

LAN

TCP/IP

TCP/IP

:

Order sys. 

suppl.

:Order sys retail..

:

Order sys retail.

.

:

Garment 

making

<<order>>

<<availability and deliverytime>

:

Customer and 

products DB

:...

:Sizing 

machine

:Browser

A

B

C

:

Customer and 

products DB

:...

:...

:...

<<optional>>

Connection 

TCP/IP

if the images are available only from the server (for example dynamically created images from the texture mapping engine) the FLIS module attempts to keep a local copy of the image. Furthermore the user can receive a warning about the time needed for the download

· the FLIS module returns the path or address of the image to the applet that shows it with the best colour faithfulness possible in that machine.

The application logic of the catalogue is in HTML pages with applets and scripting languages that will be completely defined only at the beginning of the detailed design and implementation phase.

Still it is being studied the best solution between the use of this approach for every image and the use of it only for the large images that are retrieved when a 'zoom' command is issued.

Specific policies for the disk space and for the priority for image storing will be supported by the FLIS according to the user requirements. The FLIS relies only upon the naming conventions in order to understand if the images are present or not, there is not an index of images and their paths; thus, if the CD-ROM is absent or if the hard disk area has been reset the system simply downloads them from the server. 

The path of the CD-ROM and of the hard disk cache are stored in a cookie and are retrieved, together with other user preferences and information, at any subsequent session. 
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Figure 2. The image pipeline shows the process from the catalogue construction.

Also in this worse case the system behaves well, because after a few sessions it re-creates a set of the most used images on its client machine.

The unique naming convention is based on an international code for the company (the portion of code describing the company in the coding convention EAN 13) plus a combination of codes describing the type of image (M=Models, F=Fabrics, T=Textured models,..), the class of sizes (S=Small, M=Medium,..) and the product codes of the objects represented in the image (internal codes of the company, i.e. SG13, DXL32).

6. Limits of the approach and possible developments - OPEN ISSUES

The architecture reduces the needed efforts for images acquisition and catalogue maintenance and appears as a possible trade off using high quality images in the Internet platform.

The main limits that are already known in the architecture are the poor performance with the occasional internet surfer and the dependency of the quality of texture mapping on the contouring and placement operations of the human operator.

Open issues for the future are to improve the performance of the FLIS (or better integration with the -future- browser services) and the adoption of new image formats, the speed up of the contouring of models and positioning of fabrics with an automatic support, the adoption of an intelligent support (case based, probably) that proposes to the customers what they really want and that helps their navigation.

Furthermore the quality of the fabrics image visualisation could be improved by taking into account the effect of lightning conditions in the appearance of colours.
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Figure 1. The deployment architecture of the system





Figure 4. The different processes involving the images and their allocation on server and client machines
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Figure 5. The fast load image support scheme. 
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